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Taming turbulence in the complex Ginzburg-Landau equation
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Taming turbulence in the complex Ginzburg-Landau equation (CGLE) by using a global feedback control
method and choosing traveling-wave solutions as our target state is investigated. The problem of optimal
control for the smallest driving strength is studied by systematically comparing the stabilities of all traveling
waves. Within the Benjamin-Feir-Newell unstable parameter region (c2<—c71), a critical control curve is
determined, which is located at czzacf, with @=-4.0 and B8=~-0.87. It characterizes the transition of chosen
traveling-wave target state from long wavelength to short one. This finding is of great significance for taming
turbulence in the CGLE and some other spatiotemporal systems as well.
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Chaos control with the aim to transform an original cha-
otic system to a regular state was pioneered by Ott, Grebogi,
and Yorke (OGY) in 1990 [1]. Intuitively chaos is uncon-
trolled, due to the intrinsic feature of chaotic systems: the
extreme sensitivity to tiny perturbations. Their innovative
work, however, demonstrated that chaos is controllable, if
one properly chooses small disturbances of chaotic system,
which stabilize the system in the neighborhood of a desirable
unstable periodic orbit naturally embedded in the chaotic
motion. In this respect, the chaotic system embedded with
infinite unstable periodic orbits serves as a reservoir of rich
information, and we have benefited from this for the control-
lability, efficiency, and flexibility in the control [1,2]. Later
on, Pyragas proposed a time-delayed feedback control
method to self-search the most stable periodic orbit [3]. After
the success of chaos control in low-dimensional nonlinear
systems, the general interest of researchers has shifted to the
control of spatially extended systems [4-9]. So far, various
control approaches have been proposed, including the local
pinning control [10-12], the time-delayed feedback control
[13,14], the adaptive method [15] and the forcing in Fourier
space [16], and in wavelet subspace [17]. Driven by the
strong motive force of practical applications, the control of
spatiotemporal chaos remains a great challenge in the field of
nonlinear science. For recent developments, see the review
papers [18].

In this work, we generalize the basic idea of OGY method
to the control of spatiotemporal chaos. In the spatially ex-
tended systems, all the traveling-wave solutions (namely, the
spatiotemporal periodic states) that are unstable can be
viewed as being embedded in the turbulent state, similar to
the unstable periodic orbits embedded in the temporal cha-
otic attractor. Using a global feedback control method and
analyzing their stabilities of all the traveling-wave solutions
against all external perturbations, we may choose the least
unstable one and achieve the best control efficiency.

As an example, we study the following one-dimensional
complex Ginzburg-Landau equation (CGLE) [19]:
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A=A+ (1 +ic)PA - (1+ic,)|Al’A, (1)

where A=A(x,t) is complex and c; and c, are (real) system
parameters. The CGLE has been extensively studied for the
problems of pattern formations, turbulence, and chaos con-
trol. With the periodic boundary condition A(x+L,?)
=A(x,1), the system (1) has the following traveling-wave so-
lutions:

Alx,1) = Age’ 0, (2)

with Ag=V1-k2(0=<k=1) and w=c,+(c;—co)k> k(k=1/\)
and w are the wave number and rotation frequency, respec-
tively. Since both the amplitude A, and frequency w are de-
termined by the wave number k, k(0=k=1) can be viewed
as only one tunable parameter.

The stability of the traveling-wave solutions has been well
analyzed by performing the linear stability analysis and re-
ported in the literature [18-21], which shows that it is gov-
erned by the sign of the real part of the following eigenvalue:

U:%(F]1+F22)+%V”(FII_F22)2+4F12F2I 3)
with
Fyy =—P2—i2kC1P—2(1 —kz),
F12=01P2—i2kl9,
Fyy=—cp>+i2kp - 2¢5(1 - k),

F22=—p2—i2kC1p.

Here, p(0=p=1) stands for the wave number of perturba-
tions. An instability occurs if Re[o(k,p)]>0.

Expansion of o for general k but small p(p<<1) to second
order in p yields

1+c2
Re(o-):—(l +clcz—2k21_z§)p2. 4)

Thus, these traveling-wave solutions are linearly stable
against long-wavelength perturbations if
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FIG. 1. (Color online) The two critical curves in the (¢;,—c5)
parameter space: one is the Benjamin-Feir-Newell curve (dashed
line, denoted by the letters “BFN™) characterizing the stability-
instability transition of traveling waves, c2=—cI1, and the other is
the critical control curve (solid line) characterizing the transition of
chosen traveling wave as target state from long wavelength (k=0)
to short one (k=1), czzacf, with «=-4.0 and B=-0.87. The
inset shows the fit in the log-log plot.

k2<k%: 1+C1C2

(5)

200+ ) +1+cic)

holds. Further, we have if 1+4c¢;c,<0 [the so-called
Benjamin-Feir-Newell (BFN) unstable region], all traveling-
wave solutions are unstable and various spatiotemporal tur-
bulent behaviors are possible. For illustration, we plot the
BFN critical curve (c;c,=—1) in the (c¢;,—c,) parameter
space in Fig. 1. For more details about the phase diagram of
CGLE exhibiting phase turbulence, defect turbulence,
bichaos, and intermittent behaviors, see Refs. [21-23].

We use a global feedback control approach by injecting a
periodic signal into the original system and change Eq. (1) to
the controlled form

A=A+ (1+ic)PA—(1+ic)APA+e(A—-A), (6)

with & the feedback control strength and A the target state
chosen from one of the periodic traveling waves of Eq. (2).
In contrast to our global feedback control approach, Boccal-
etti et al. [24,25] have theoretically studied the control and
synchronization of the CGLE with the same feedback form
but by means of a finite number of local perturbations (the
so-called local feedback control approach). In the absence of
the feedback term in Eq. (6), the dynamical response of pat-
terns to a direct spatiotemporal forcing in the form of a
traveling-wave modulation of a control parameter has also
been studied and observed in the reaction-diffusion experi-
mental systems [26-28]. Thus, we expect that the model
equation Eq. (6) is not only a mathematical model, but also
plausible physically.

As A=A is already a solution of controlled system [Eq.
(6)], the effect of control simply changes the stability of the
solution-from unstable to stable. Again performing the linear
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stability analysis with respect to the target state, we obtain
that the critical control strength &, should be equal to Re(o)
of single traveling wave, namely,

e.=Re(0). (7)

For the detailed derivation, see our recent work in Ref. [29].
This equality clearly indicates that the controllable condition
is determined by the degree of stability of single traveling
wave.

Consequently, the problem of the smallest control inten-
sity for the best control efficiency becomes how to choose
the least unstable traveling-wave solution among all the un-
stable solutions that embedded in the turbulent motion. Here,
we assume that all solutions (2) can be freely chosen. For
this purpose, the stabilities of all traveling-wave solutions
have to be compared and the least unstable one should be
picked. This is similar to the manipulation in the OGY con-
trol method, in which some of the unstable low-period peri-
odic orbits that are embedded in the chaotic attractor are
chosen. Clearly, they are the least unstable ones and can be
more easily found. Here, it also should be mentioned that in
the traditional stability analysis, this comparison is unneces-
sary, as the traveling waves are all unstable in the turbulent
state. In the control, however, such a comparison based on
Eqgs. (3) and (7) is not only necessary but also important.

Our main result is the finding of a critical curve for the
control

¢y = ack (8)

with @=—-4.0 and B8~ -0.87. The power law relation can be
seen from a perfect log-log fit in the inset in Fig. 1. In con-
trast to the traditional BFN line (dashed line) for the change
in stability of traveling-wave solutions, the critical control
line (solid line) is for the choosing of wave number in the
control problem. It divides the whole BFN unstable param-
eter region into two separated parts, region I and region II, as
shown in Fig. 1; in region I (II), the longest (short) wave-
length k=0(k= 1) should be chosen for the best control effi-
ciency. Within the BEN stable region, as some of traveling
waves are already stable, no control is needed. This classifi-
cation is apparently of great significance and is expected to
be generalized to other complex systems.

From the knowledge of the linear stability analysis of
traveling waves [Egs. (3)—(5)], we already know that the
long-wavelength traveling waves are important, and espe-
cially the longest (k=0) is the last one losing its stability and
plays a crucial role. Consequently, the BFN line signals the
change in its stability and further the division of regular and
irregular motions in the phase diagram. Our study reveals
that the parameter regime of the k=0 traveling wave being
the most stable actually can be extended to the whole region
I (see Fig. 1) and thus a critical control curve exists for the
division of the choosing of the longest wavelength and the
short one.

Below we analyze e.(k,p) for k=0 and k=1. Inputting
k=0 into Eq. (3) and considering Eq. (7), we obtain
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FIG. 2. (Color online) (a) and (b) The plots of e.(k,p) vs p for
k=0 and k=1, respectively. The value of e.(k,p) for k=0(k=1) is
dependent (independent) of the parameters ¢; and c¢,. In (a), ¢,
=2.1; .(k=0,p) monotonically increases with decrease of c¢,. In
both panels, the maximum of curve is highlighted by a square.

ek=0,p)=—p> =1+ V1 =cpXc,p*+2¢).  (9)

The £.(k=0,p) as a function of p is plotted in Fig. 2(a) for
two different parameters: c¢,=—1.5 within the region I (the
long-wavelength region) and ¢,=-3.0 within the region II
(the short wavelength region). ¢;=2.1 is fixed. For a success-
ful control, the wave has to be stable against all external
perturbations. For the consideration of physical meaning, p
can only be changed between 0 and 1. We find that the value
of e.(k=0,p) and further the maximum value get larger for a
smaller ¢, (comparing the two lines); this point can be easily
analyzed by Eq. (9). The maximum value for ¢,=-3.0 is
already larger than 1 and for a smaller ¢, it can get much
larger. In this figure, the peak of each curve is highlighted by
a square.

On the other hand, the traveling wave with the shortest
wavelength (k=1) corresponds to a homogeneous steady
state, A=0. Now inputting k=1 into Eq. (3) and considering
Eq. (7), we have

elk=1,p)=-p*+2p. (10)

This parabolic function is plotted in Fig. 2(b), showing a
peak value e.(k=1)=1 at p=1, which indicates that the criti-
cal control strength e, for k=1 is always fixed and equals 1.
Clearly, this relation e.(k=1)=1 is independent of any ¢, and
¢y, and it actually sets an upper bounded condition for all
controls.

Except for these two extremes, an analysis of the stability
(or, equivalently, the critical control strength) for all wave
numbers of the basic states k and the perturbations p in Eq.
(3) is impossible, and we have to rely on numerical simula-
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FIG. 3. (Color online) The plots of .(k,p) vs k and p for the
different parameters: (a) ¢c,=—1.5 within the region I in Fig. 1, and
(b) ¢,=-3.0 within the region II. ¢;=2.1. The curves for k=0 (the
leftmost) and k=1 (the rightmost), as shown in Fig. 2, are clear. In
(b), the saddle located at large k and large p is emphasized by an
arrow.

tions. As the first step, we calculated the distribution of
g.(k,p) with the variations of k and p for all ¢, and c¢,. For
illustration, the results for the two different parameters: c,
=-1.5 and ¢,=-3.0, are shown in Figs. 3(a) and 3(b), respec-
tively. ¢;=2.1 is unchanged. Both k and p are tuned from 0
to 1. Comparing these two panels, we immediately find that
the pattern in Fig. 3(b) substantially changes with the occur-
rence of a new saddle at large k (indicated by the arrow).
Meanwhile, the slope at the small k region is greatly lifted
and the value around k=1 is nearly unchanged. These pattern
changes definitely give rise to the change in the chosen target
state for the best control efficiency, as we will see below.
The same as the analysis for k=0 and k=1, to warrant a
successful control, we have to choose the maximum of
e (k,p), e.(k)=Max{e (k,p),0=p=1}, for a certain k. To
obtain the highest control efficiency, we need to further
choose the minimum of e.(k), e,=Min{e.(k),0=k=1}. The
corresponding k is denoted by k.. For illustration, the depen-
dence of e.(k) on k for different c,’s is shown in Fig. 4. ¢,
=2.1 is fixed. For the parameter within the BFN stable re-
gion, the critical wave number kj corresponding to the tran-
sition of &.(k) from zero to positive can be well predicted by
Eq. (5). See, e.g., c;=0 and kz=0.58. For c¢,=-0.48~
—1/c, (the dashed line in the figure), e.(k) monotonically
increases from the origin £.(k=0)=0. As ¢, decreases fur-
ther, e.g., c,=-1.0 within the region I in Fig. 1, the mono-
tonic increasing of &.(k) with k persists but £.(k=0) begins
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FIG. 4. (Color online) The plots of &.(k) vs k for different c,’s.
From top to bottom, c,=-4,-3,-2,-1,-0.48 (dashed line), and 0.
¢;=2.1. The points of g.(k) for k=0 and the minimum points of
g.(k) for 0=k=1 for these parameters are indicated by squares and
triangles, respectively.

to be positive. Under this situation, a feedback control on the
longest-wavelength wave (k=0), which keeps the most
stable, has to be applied for the smallest control strength.
This pattern changes if ¢, decreases further and moves across
the critical control line into region II. See, e.g., ¢c,=-3 and
—4. The minimum point of &.(k) has suddenly shifted from
k=0 (square) to k=1 (triangle). For the parameter within
region II, however, the value of k. is only slightly changed
(comparing the two curves for ¢,=-3 and —4). At the exact
critical parameter (¢,=-2), the critical behavior with a pla-
teau at 0=k=0.8 is clear. The reason for this change in
pattern obviously comes from two opposite effects: one is
the increase of e.(k) for k=0 for smaller ¢, and the other is
the identity of .(k) for k=1 for all parameters. Both effects
have been well analyzed in Egs. (9) and (10) and illustrated
in Fig. 2.

Finally, the minimum data of the k—e.(k) curve for all
parameters c¢; and ¢, are selected, and the corresponding &,
and k.. are plotted in Figs. 5(a) and 5(b), respectively. The big
jump from zero (one plateau) to positive (the other plateau)
of ¢, for the parameters (c¢;,c,) from the BFN stable to un-
stable region and that of k. from region I to region II are
clear. Both &, and k, are bounded (e,< 1 and k.<1) accord-
ing to the stability analysis of the shortest-wavelength plane
wave above. These figures could guide us to choose target
state properly and are apparently of significance.

All the above analyses and predictions have been verified
by numerical simulations. For instance, Figs. 6(a) and 6(b)
show the different control results for £=0.72>¢,. and €
=0.6<eg,, respectively. £.=0.70. ¢;=2.1 and ¢,=-3.0. A
traveling wave of wave number k close to k.(k,~0.88) is
chosen as target state. In sharp contrast to the elimination of
the defect turbulent behavior in Fig. 6(a), the irregularity
after control is discernible in Fig. 6(b).

In summary, we have simply used inherent system’s in-
formation (the unstable traveling-wave solution) to the con-
trol of turbulence, and studied the problem of the smallest
control strength for the highest control efficiency. A critical
curve for the control is unveiled. Our study shows that one
has to properly choose traveling waves as target state. In
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FIG. 5. (Color online) The critical control strength &,. (a) and the
corresponding wave number k, (b) plotted vs ¢; and —c,. The tran-
sition loci from zero to positive value of ¢, in (a) and k. in (b)
correspond to the BFN critical stability curve and the critical con-
trol curve in Fig. 1, respectively.
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particular, traveling waves with either the long wavelength or
the short wavelength in the different parameter regions (re-
gion I or II) should be correctly chosen. Below, it is worth-
while to give some discussions. (a) Recently, researchers
have revealed that the spatiotemporal chaoticity monotoni-
cally increases with increase in the absolute values of ¢; and
¢, within the BFN unstable region by the calculations of both
the largest Lyapunov exponent and the number of positive
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FIG. 6. (a) and (b) The time evolutions of Re[A(x,#)] with a
traveling-wave solution globally applied for £=0.72>¢_(e,=0.70)
and £=0.6<g,, respectively, to show the different control results.
The control is switched on at r=40.0. ¢;=2.1 and ¢,=-3.0. L
=100, m=14, and k=>""~k,=0.88 are chosen.
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Lyapunov exponents [10]. Thus, one may intuitively believe
that the turbulent state becomes more difficult to be con-
trolled for the parameter set (c;,c,) chosen deeper into the
BFN unstable region. Our control result in Fig. 5 with a finite
control strength . <1 for any c; and c, is clearly contrary to
this intuitive idea and exhibits a strikingly high efficiency.
(b) Our control method in Eq. (6) is a global one, as the
traveling-wave perturbations in the feedback term have to be
applied at any point of the systems. But the control effect is
a local one, as our method still uses the classical linearization
method to control unstable states in the system. Usually, ini-
tial conditions very close to the target traveling-wave solu-
tion have to be chosen; the peculiar effect of initial condi-
tions on the control effect has been studied in our recent
work [29]. In contrast to this, recently, Waleffe and co-
workers [8] studied the topology of turbulence and its use for
control. It is truly nonlinear and does not rely on local linear

PHYSICAL REVIEW E 81, 036211 (2010)

perturbations to local states. (c) Although our work is moti-
vated by the classical OGY method, their difference is clear.
(d) Our recent work also showed the important impact of a
spatial-locally applied shortest-wavelength wave (A=0) in
the control of two-dimensional turbulence [30]. Therefore,
the feedback method forced by a homogeneous steady state
may become an excellent candidate in the control of strong
turbulence for its simplicity and efficiency. (e) Finally, as the
CGLE is capable of providing a qualitative and even a quan-
titative description for a vast variety of phenomena, we ex-
pect the control method and the results can be applied and
generalized to other spatiotemporal systems.
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